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ABSTRACT

The aim of our current research isto investigate the possbility
of using likelihood ratios to perform utterance verificaion
within the ontext of automatic ora proficiency assssment.
The likelihood ratios under investigation have the gpeding
fedure that they may be mmputed simply by using an off-the-
shelf automatic speed recgnition system in two dfferent
recognition modes (forced and free phore) instead of using a
system with spedficdly trained anti-models. We athieved 936
corred classficaion for 10 phorticdly rich sentences uttered
by 60 nonnative language students.

1. INTRODUCTION

The long-term goal of our reseach is to employ ASR
technology in an automatic pronurciation test for Dutch as a
seond language. As a onsequence of this am we ae not
concerned with leaners of Dutch with a spedfic mother
tongue, but rather with a group d speders who are highly
varied in this resped. In this $nse our situation is different
from that of many studies on the use of ASR in automatic
pronurtiation assesament, in which fixed language pairs (L1 &
L2 fixed) are involved [eg. 1, 6]. In ou case L2 is aways
Dutch, but the L1 of the language students are extremely
diverse.

In [3] we showed that human ratings of pronurtiation
quality can be predicted very well by automaticdly obtained
temporal measures. In this gudy, real speed of natives and
non-natives was <ored for pronurciation quality by different
groups of experienced raters. Subsequently, the data was
processd by means of an ASR-system using forced Viterbi
adignment to oktain a number of temporal measures. The expert
ratings and the madiine scores were then submitted to
statisticd analyses which reveded a strong relationship
between the two sets of scores, e.g. correlations between the
human scores and rate of speed (ros) varied between 0.81 and
0.93 (see Table 1, Sedion 41). On the basis of these findings
we could conclude that automaticdly cdculated temporal
measures can be enployed succesdully in pronurciation
asesanent.

However, even though these experiments reveded very
high correlations between ros and expert human ratings, some
isales remain urresolved. For example, students who know
that the automatic system completely relies on tempora
measures can achieve high scores smply by speking fast,
despite a poar pronurtiation quality. As aworst case example,
students who produce an arbitrary utterance fast enough might
even obtain high grades. In more general terms this means that
using only temporal measures to evaluate pronurciation quality
introduces two problematic iswes, i.e. (1) subeds who
produce a target prompt fast but with poa pronurciation and
(2) subjeds who uter an incorred utterance fast (where an
incorred utterance is any utterance other than the prompted
one) may obtain high scores - in bah instances unjustly so.

In [3] we used read speed. Even thowgh in real speedh

one shoud know beforehand what a spe&ker is going to say,
one can never be sure that test subjeds will utter the prompted
sentences exadly as they are represented on per. For this
reason, in [3], we used spedfic verbatim transcriptions of the
speet material, including phenomena such as hesitations, false
starts, repetitions, repairs, etc. Thisintroduces a third problem,
i.e. that making spedfic transcriptions is both costly and time
consuming.

In [4] we aldressed the first problem. In the present paper
we will focus on the solutions of the second and third problem.
First, we will aso introducelikelihoodratios (LRs) that appea
to be very succesdul in performing utterance verification. We
will aso show that the rrelation between automaticdly
cdculated tempora measures based on pompts and human
expert ratings are just as high as the crrelation between
automatic measures cdculated from spedfic orthographic
transcriptions and human expert ratings.

In order to get a better understanding of the LRs we
investigated to what extent they vary as a function d the
duration and the spedra content of the input speed. To this
end utterances of different duration were synthesized for both a
female and amale voice

This paper is organized as follows. In Sedion 2we give an
overview of the speety material used and in Sedion 3 we
describe how the eperiments were @ndiwcted. Sedion 4
reports on the results obtained duing experimentation. The
conclusions are presented in Sedion 5

2. MATERIAL

2.1 Training Material

The material that was used to train the ASR-system consisted
of the phoreticdly rich sentences of 4019 spekers from the
Dutch Polyphore database [5]. 38 monophore models were
trained. The phoretic transcriptions used during training were
obtained by concatenating the caonicd transcriptions of the
words, taken from alexicon (For further detail s, see[2,3]).

22 Test Material

2.2.1 Read Seedh

The spedkers involved in this experiment are 60 nornative
spekers (NNS), 16 retive spekers with strong regiond
accaits (NS) and 4 Standard Dutch speders (SDS). The
spekers in the three groups were sdeded acording to
different sets of variables, such as language badkground
proficiency level and sex, for the NNS group, and region o
origin and sex for the NS and SDS groups. Each speker real
two sets of five phoreticdly rich sentences (abou one minute
of speed per speker) over thetelephore[2].

2.2.2 Prompts vs Syedfic Transcriptions

In some caes the subjeds produced utterances which deviated
from the prompts. Therefore, the recorded speed material was
orthographicdly transcribed. We will refer to these detailed
verbatim transcriptions as the spedfi ¢ transcriptions, whil e the
prompts will simply be referred to as the prompts.



2.2.3 Synthetic Speet

The time and spedra dependency of the LRs were dso
investigated. For this purpose synthesized speed data was
creaed using a diphore speet synthesis g/stem. Because the
synthesis is not formant-based, there is no dred way to
manipulate the spedral content of the signals. As an
approximation of a change in spedrum, we used afemale and a
male voice The average duration d ead uterance (as
produced by the 4 SDS spedkers) was taken as a starting point
and then two faster and two slower versions of ead utterance
were synthesized by varying the duration d the vowels and
consonants in ead utterance In total 10 dfferent versions (5
male and 5 femae) of eadh of the 10 phomticdly rich
sentences were synthesized.

3.METHOD

It iswell-known that LRs can be used for utterance verificaion
[e.g. 7]. According to the likelihood ratio test, the null
hypothesis H, (X is a target utterance) is accepted if the
likelihoodratio statistic, T(X), exceals a cetain threshold, w.
T(X) is determined in terms of the null hypothesis and the
dternative hypathesis, H; (X is not a target utterance), as
follows:

likeihood score H,
TX) = —
likdihood score H,

H, is acepted if T(X) > w, where w is a threshold vaue
determined from training data. In uterance verificaion
problems, the likelihood score for H, is obtained by
determining the aoustic likelihood d the target utterance The
correspondng score for H, is evauated as the aoustic
likelihood d a so-cdled anti-model or world model.

However, the likelihoodratio test is by no means trivia to
implement, if only because it requires a dea definition d
exadly what anti-models shoud represent. In this regard we
were faced with two problems. First, it is difficult to determine
exadly what an anti-model shoud represent if the target
utteranceis known to be produced by someone leaning Dutch
as aseoondlanguage. Other than in most other studies reported
on in this field [1, 6], there is an enormous diversity in the
language badkgrounds of the subjeds whose Dutch ord
proficiency needs to be evduated by our system. Sewondy,
even if it were possble to clealy define such an anti-model,
the availability of a sufficient amourt of applicable training
material would still remain an urresolved issle.

Given that we ould nd train spedfic anti-models, we
looked for a less complex approach in which a standard
off-the-shelf ASR could be used to cdculate LRs. In this
approach the ASR is used in two dfferent modes, e.g. forced
and free phore remgnition mode, and the likelihoods
cdculated for eady mode ae divided to oltain a LR. The
resulting LR was then used to classfy an utterance & corred
or incorred. In contrast with previous experiments, we did nd
use spedfic orthographic transcriptions during these
cdculations, and the transcriptions of the utterances were taken
to be the prompts instea.

Different likelihoods were cdculated by means of different
versions of a standard HMM-based automatic speed
recognition (ASR) system (for further details abou the ASR-
system, see [8]). For instance we eperimented with forced
Viterbi alignment and free phore reagnition, phore models

and broad-phoretic dass models, context independent and
dependent HMMs, etc. Due to spacelimitations we will Ii mit
the scope of the present discusson to two sets of likelihoad
(LH) scores, i.e. LH;orcqq @d LHgregonore:

LH¢orceq Was evaluated by using aforced Viterbi alignment
to align an amustic signa with its prompt. To perform the
dignment, the ASR-system based on 38 monophor HMMs
was used together with a lexicon containing all the words
occaurring in the set of phoreticdly rich sentences.

LHpeghore Was  determined  with  the  same
monophore-based ASR-system, but this time operating in free
phore reagnition mode, i.e. the lexicon consisted of phores
only and all the phoresin the resulting language model had an
equal probability. We used the LH-values correspondng to the
path through the word graph with the highest acoustic score in
cdculating the following likelihoodratio (LR):

LR= LHforcai
LH

freeohore

4.RESULTS

4.1 Promptsvs Specific Transcriptions

Previous work [2,3] has $hown that human expert ratings of
pronurciation quality can acairrately be predicted by automatic
measures based ontemporal information alone, e.g. ros. These
measures were cdculated from segmentational information that
was obtained using a forced Viterbi alignment together with
the spedfic transcription o the utterances. In a redigtic
application it would na be feasible to creae a spedfic
transcription for ead uterance that is to be evaluated. We
therefore needed to establish whether meaningful automatic
pronunciation measures could aso be cdculated using
prompts instead of spedfic transcriptions. To this end we
cdculated, the orrelation coefficients between the aitomatic
measure, ros, and the human expert ratings based bah onthe
prompt and the spedfic transcription d ead uterance Table 1
shows the @rrelation coefficients between ros and the average
values of the three sets of human expert ratings for both
instances (see[2,3] for further detail s).

Parameter Spedfic Prompts
Overdl Pronurtiation 0.82 0.83
Segmental Quality 0.81 0.81
Fluency 0.93 0.93
Speed Rate 0.91 0.91

Table 1 Corr elation coefficients between human
expert ratings andros evaluated with spedfic
transcriptions and grompts.

The values given in the Table 1 show that there is only a
marginal difference between the rrelation coefficients based
on the spedfic transcription and those based on the prompts.
The small discrepancy between the two sets of values may be
explained by the fad that the test subjeds were @operative in
that they did their best to complete the realing task to the best
of their abiliti es. One would therefore not exped substantia
differences between the verbatim transcriptions and the



prompts, certainly not at segmental level. This expedation was
confirmed by the observation that, for our data, the difference
between the two sets of transcriptions was limited to
phenomena such as hesitations, repetitions, false starts, repairs,
etc.

In other instances where subjeds may attempt to “foadl” the
system by produwcing randam utterances with a high speed
rate, one would exped larger differences between the two sets
of results. It islikely that the Viterbi alignment processwill not
yield meaningful segmentational information if there is
absolutely no relation between the speed signals and the
aooustic models correspondng to the prompt. This makesit all
the more imperative that automaticdly cdculated tempord
measures shoud be suppated by some form of utterance
verificdion if it is to be used in automatic pronurciation
assesanent applicdions.

4.2 LRs & Utterance Verification : Read Speech

As was mentioned in Sedion 22.1, eah subjed produced 10
utterances. In turn, ead of the 10 uterances was treaed as a
corred utterance, and the other 9 as incorred utterances. The
goal isto determine whether an utteranceis corred or incorred
based on the LR between its forced and fregphore LH-scores.
To this end, ead utterance was subjeded to 1 fregphore ad
10 forced reaognitions. The 10 forced recognitions were
performed using the prompts of the 10 uterances where 1 of
the prompts was the @rred transcription for the utterance &
hand and the other 9 were incorred transcriptions.

Figures 1 and 2 show the percentage dasdficaion error
that is made & a function d the LR-values. For instance,
Figure 1 shows the results for the 20 retive spe&kers (4 SDS +
16 NS). The lefthand curve is based on the LRs of the 200
corred utterances (" ) and the righthand curve on the 1800
incorred utterances (.). These curves may be used to set an LR-
threshold that determines the aror level that is allowed in the
clasdficaion. Vaues above the threshold that correspondto a
corred utterance will unjustly be dassfied as an incorred
utterance (false rejed) while LR-values of incorred utterances
that fall below the threshold will be dasdfied as corred (fase
accet).

Figure 1 ill ustrates the results of the utterance verification
experiment based onthe read speed material of the 20 retive
subjeds (4 SDS + 16 NS). It shows that, if an LR threshold
value of £12 is chasen, it is posdble to achieve dmost 100%
corred clasgfication.

The results in Figure 2 correspond to the experiments
performed for the 60 nonnative (NNS) subjeds. The point of
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Figure 1 Falsergjed andfalse accept curvesfor LRs
calculated from native data.

% error

Figure 2 Falsergjed andfalse accept curvesfor LRs
calculated from nonnativedata.

equal error (the LR-value for which the number of false accets
is equal to the number of false rgjeds), is close to 20 At this
point a clasgficaion error of +7% is made. This means that it
is posdsble to dstinguish between corred and incorred
utterances using LRs, i.e. it is possble to determine whether a
spe&ker had adually produced the utterance that he/she had
been prompted to (corred utterance) or not.

4.3 LRs & Utterance Verification : Synthetic Speech

LRs similar to those described in the previous ®dion were
cdculated for the synthetic speedt data. Figure 3 ill ustrates the
results of this experiment. The LR-values of the whole set (all
durations) of both the femae ad mae utterances are
incorporated into this figure. It shows that the synthesized
speed can be dasdfied as corred or incorred utterances with
zero error, the false accet and false rejed curves do nd even
intersed. From this observation it may be concluded that, to
the extent that the range of these variables has been explored in
the current experiment, the discriminative aility of the LRs to
perform utterance verificaion is not affeded by changesin the
duration and/or spedral content of an utterance
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Figure 3 Falsergjed andfalse accept curvesfor LRs
based onsynthesized speed.

5. CONCLUSIONS

We have shown that meaningful automatic pronurciation
asesgnent measures can be cdculated from speed data using
prompts only. This means that the enormously time-consuming



task of creaing spedfic transcriptions for all the material tha
nedls to be evaluated is no longer a requirement for reliable
evaluation.

Furthermore, it was establi shed that LRs that are cdculated
from aoustic scores based on pompts can be used
succesdully to perform utterance verificaion. First of all,
experiments performed on synthesized speed data reveded
that the discriminative aility of LRs to perform utterance
verificaion is not affeded by changes in the duration and/or
spedral content of an utterance, at least to the extent that such
changes could be modeled by our data.

Target and incorred utterances were mrredly clasdfied in
amost 100% of the utterance verificaion tests performed o
native speet data. For non-native data, corred classficaion
was adhieved in 93% of the caes. There ae two passble
explanations for the lower clasdficdion rate of the non-natives.
Firstly, we did na have anple data to train acustic models
based on the nonnative materia. Models trained orly on
native speed may not be optimal to perform utterance
verificaion for nonnative spekers. Sewndy, utterance
verificaion may be inherently more difficult for non-native
subjeds because there is probably much more variation in their
articulation, given the diversity in their L1 language
badkgrounds.

Based on ou results we mnclude that LRs that can be
computed without training any spedfic anti-models can be
used to perform utterance verificaion succes<ully within the
context of automatic oral proficiency asesament. It may very
well be remarked that distinguishing between 10 phosticdly
rich sentences is by no means an intricae utterance verificaion
task, but within the mntext of using off-the-shelf ASR
techndogy in applicaion software that is meant to suppat
sendforeign language leaning and testing, this is indeed an
encouraging result.
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